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Abstract. Cognitive task analysis involves identifying the components of a task that are required for adequate performance. It is thus an important step in ITS design because it clarifies the curriculum to be taught and provides a decomposition of that curriculum into the knowledge and subskills students must learn. This paper describes several different kinds of cognitive task analysis and organizes them according to a taxonomy of theoretical/empirical vs. prescriptive/descriptive approaches. Examples are drawn from the analysis of a particular statistical reasoning task. The discussion centers on how different approaches to task analysis provide different perspectives on the decomposition of a complex skill and compares these approaches to more traditional methods.

Introduction

One of the first steps of intelligent tutoring systems (ITS) design involves performing a cognitive task analysis of the curriculum to be taught. There are a variety of approaches to cognitive task analysis. This paper argues for a new taxonomy of those approaches. Theoretical approaches tend to emphasize the informational requirements of the task: what information is included in a problem description? how is this information represented? how must it be transformed to produce a solution? Empirical approaches, on the other hand, emphasize the processes people are engaged in as they perform the task. Another distinction is between prescriptive approaches that analyze a task in terms of how it should be performed and descriptive approaches that analyze a task in terms of how it is performed. One can combine these various features to get a variety of cognitive task analysis styles. As a structure for this paper, take the two distinctions (theoretical vs. empirical and prescriptive vs. descriptive) as orthogonal dimensions and cross them to create four distinct combinations.

2 Related Work

Although there has been a good deal of computer-assisted instruction in the domain of statistics, very little of this research specifically addresses the domain of EDA. There are two standard ways that computers are used in statistics instruction. The first is as a computational tool. Many introductory statistics classes include off-the-shelf statistical software packages to help students in analyzing real data sets, but these packages do not have an instructional component. The second standard way that computers are used in statistics instruction is as a simulation tool. These simulation programs are used as vehicles for students to view certain statistical phenomena in a discovery-world context. Examples include ExplorStat [9] and StatVisuals [10]. Although these simulations have an instructional component, they generally focus on isolated statistical concepts (e.g., standard deviation, confidence interval) and so do not deal with the larger skill of EDA.

The most notable exception to this rule is StatLady, an ITS for teaching probability and statistics [14]. This system has been shown to lead to substantial learning gains both in terms of pre- and post-test measures and when compared with other non-StatLady instructional conditions [15, 16]. The descriptive statistics module of StatLady is most closely related to EDA, so it will be discussed here. The StatLady Descriptive Statistics Module covers a range of skills from sorting data to generating informative data displays. The Descriptive Statistics-1 component of StatLady was based on a task analysis that identified approximately 80 different curriculum elements. These elements are arranged into groups of elements that are closely related to each other and that tend to be taught in a unit. These curriculum elements also are categorized as representing three types of knowledge: procedural, symbolic,
and conceptual. This short description shows that analyzing a task in the domain of statistics can lead to a highly complex, but also highly structured, set of task components.

2.1 The Context for the Examples

Because the different kinds of cognitive task analysis will be exemplified in the context of EDA, it is important to have a more specific idea of what is involved in this complex task. We take an EDA problem to include (1) a set of data, (2) some description of those data (e.g., what the different variables contain, how the data are represented) and (3) a question that requires one to draw conclusions from the data. For example, take the following problem statement:

A weather modification experiment was conducted in south Florida to investigate whether "seeding" clouds with silver nitrate would increase the amount of rainfall. Clouds were randomly assigned to the treatment group (to be seeded) or to the control group (not to be seeded), and data were collected on the total rain volume falling from each cloud. A variable named group contains data on whether each cloud was seeded or not (1 = seeded, 2 = not seeded), and a variable named rain contains data on each cloud's rain volume. Does cloud seeding increase rainfall?

In this problem, (1) there are data available, (2) the data are described as coming in the form of two variables, group and rain, and (3) the question being posed is "Given these data, does cloud seeding appear to increase rainfall?" These three features compose the initial state of this problem. The goal state or "solution" to such a problem includes the following: (1) interpretation of appropriate statistical analyses performed on the data (e.g., interpretation of a graphical display of the distribution of rain volume for each of the two groups) and (2) discussion of how those results address the question that was posed (e.g., was the seeded group's rain volume larger, on average, than the not-seeded group's rain volume). Getting from the initial state to the goal state requires many steps—some mental steps (e.g., transforming the problem statement into a plan for action) and some physical steps (e.g., working with a statistical software package to produce the displays). In general, a cognitive task analysis is aimed at identifying the separate task components necessary to progress through all the necessary steps and reach a solution.

3 Different Types of CTA

Figure 1 presents the 2x2 table of analysis styles to be explored in the following sections.
3.2 Theoretical/Descriptive

The difference between a theoretical/prescriptive and a theoretical/descriptive task analysis involves a consideration of how people will actually perform the task, not just how they should perform the task correctly. This can involve an analysis of where errors are likely to occur or what parts of the task will be difficult to learn. One can apply cognitive psychological theories to make these predictions. For example, tasks that involve high working-memory demands are predicted to produce more errors [3].

One can apply this type of task analysis at more detailed level as well. Previous research suggests that steps that are not overt (e.g., "mental" planning steps) will be more difficult for students to learn than steps that have corresponding observable actions [1]. This suggests that the first three steps depicted in Figure 3 will be difficult to learn because students will tend not to see these steps modeled often and will tend not to be corrected when they make mistakes on these steps. It may spotlight particular areas where special attention should be directed during ITS design. This approach to task analysis is especially useful when data on student performance and errors are not already available.

3.3 Empirical/Prescriptive

The next type of cognitive task analysis involves an empirical/prescriptive approach. Here, experts can be asked to solve a series of problems while they are providing concurrent talk-aloud protocols [6]. Such protocols provide step-by-step information about what features of the problem the experts are attending to, what intermediate results they are producing, and what goals they are posting during the solution of a problem. The experts are ideally those who will produce high-quality (i.e., accurate
and complete) solutions. This could range from a professional in the target domain to a "good" student, where "good" is defined in terms of some performance criterion.

1. So, it looks like what the problem is asking for is a comparison between breeder A and Breeder B puppies and specifically it says that Breeder A wants to compare the heights of the Great Dane puppies.

2. So actually the information on weight and litter is not necessarily going to be useful. ...

3. So, we’ve got 2 variables heights, well actually 1 var which is height. And that would be the response variable and the explanatory variable is breeder.

3. So, one of the first things I’d like to do is do a boxplot to compare the heights for breeder A vs breeder B. ...<5 selects boxplot in statistics package; display appears>

5. Ok there we go. Ok so now what do I see? Well, I’m looking at boxplots of heights of these Great Danes. Um. for the two breeders.

5. Immediately what I see is that the central part of the distribution for breeder A’s puppies seems to be shifted lower than, relative to the central part of the distribution for breeder B’s puppies.

5. And being specific, the third quartile for the distribution of heights of breeder A is actually even lower than the median for breeder B, the distribution of puppies from breeder B.

5. So that means that 75% of the pups were shorter than the median height pup for breeder B, that’s for group A.

5. There’s, I would say the IQR in the two groups is about the same.

5. The overall range is bigger in breeder A. Breeder A also has a low end outlier.

5. A little dwarf Great Dane.

Fig. 4. Expert protocol excerpt

Figure 4 presents some excerpts from a statistics instructor solving an EDA problem that asked whether puppies bred by two different breeders tend to differ in height. To the left of each line in the protocol is a number indicating the step number (from the task analysis in Figure 3) that the expert’s verbalization appears to represent. One can see by a quick scan of the column of numbers in Figure 4 that this problem solver is following the theoretical/prescriptive task analysis quite closely. He makes one statement corresponding to step 1 from Figure 3, then three statements corresponding to step 2, etc. This analysis can be useful to confirm a previously generated theoretical/prescriptive task analysis.

Also noted in Figure 4 are two cases where the expert makes some particularly insightful comments during interpretation of his analyses. These lines are noted with a bold exclamation mark (!). In the first, the expert makes a specific inference about the proportion of data in one group that would be lower than the median for the other group. This step demonstrates not only that he can “read off” the values on a graphical display, but that he can use these values flexibly and appropriately. The final step shown in Figure 4 shows not only that this expert is willing to make a pun (not yet part of the EDA curriculum!) but that he takes into account the context of the problem in making his interpretations. This is important for the final step of drawing conclusions even though it was not present in the earlier theoretical/prescriptive analysis. Thus, seeing such features of expert performance can suggest revisions and additions to a theoretical/prescriptive analysis that might not have included them. In particular, it may revise the ITS design to emphasize the use of contextual information in interpreting statistical displays.

This theoretical/prescriptive analysis style is also useful on its own. For example, it may be the preferred approach when the ITS designer does not have a lot of domain knowledge and hence would have difficulty in applying a theoretical/prescriptive analysis based on first principles. In addition, the theoretical/prescriptive analysis focuses more on procedures required for good performance because it focuses on the expert’s problem-solving processes. Therefore a domain that involves learning a lot of procedural knowledge would be well analyzed under this approach.

3.4 Empirical/Descriptive

Finally, empirical/descriptive cognitive task analysis can be performed by collecting talk-aloud protocols from students who are currently learning the target domain or from people who may perform the target task but have not received formal training. Since EDA is covered in many introductory statistics classes and yet students often exit these classes with misconceptions and incorrect strategies, we collected data from students whose problem-solving protocols might reveal such areas of difficulty.

Because the technique for collecting the data was similar to that in the empirical/prescriptive analysis above, we will just summarize the results of this analysis. Several areas of weakness were revealed as students often did incomplete or incorrect exploratory data analyses. By studying their talk-aloud protocols, the following difficulties were identified:

- Skipping of steps 2 and 3 (from Figure 3) such that students began carrying out statistical analyses without having considered the variable and analysis types
- Selecting incorrect statistical analyses (step 3) or just guessing at analyses
- Incompletely interpreting the statistical analyses generated (e.g., forgetting to describe the spread of a distribution and only describing its mean value)
- Failing to address the results of the statistical analyses to the question (step 7)

The first two of these areas of difficulty are consistent with the predictions of the theoretical/descriptive analysis, i.e., that planning steps would be difficult for students to learn because they are not overtly taken. The other areas of weakness help to highlight problem areas that may be representative of student misconceptions. For example, previous research has shown that students learning statistics often fail to understand the importance of variability. This could be related to some students failing to mention the spread of distributions in their interpretations of graphical displays.
4 Discussion

Each of the cognitive task analysis styles described above provided important results about EDA to inform the design of ITS for this domain. Here we summarize some of the strengths and weaknesses of these approaches, highlighting that different styles may be more effective for different domains or at different stages of ITS design. Theoretical/prescriptive analysis helps identify the goals that must be achieved for high-quality performance of a task. This can lead to the specification of the knowledge components an ITS needs to cover. It is especially useful in providing an abstract picture of the goal structure of a task; this may be helpful in the early phases of ITS design. However, it does not emphasize the methods for achieving task goals, so heavily procedural domains may require further task analysis of another style. The theoretical/prescriptive approach similarly derives its results from theory-based predictions but deals more with how actual performance may depart from the prescriptive model. This is useful in highlighting areas where special attention to student errors and difficulties in learning is warranted. When data on typical student difficulties and misconceptions are not available, this approach can be very useful. The empirical approaches differ from the theoretical in that they are based on studies of people performing the target task. This provides a “reality check” on the theoretical analysis at the cost of additional data collection and coding time. Empirical/prescriptive cognitive task analysis focuses on studying people who will produce high-quality solutions, whereas empirical/prescriptive cognitive task analysis focuses on “typical” performance. These analysis styles are also useful on their own (not just as validation methods) because they (a) emphasize the processes involved in problems solving and (b) offer the potential for very fine-grained analyses. Thus, empirical analyses are appropriate for domains requiring a good deal of procedural knowledge of for later stages of ITS design where detailed refinements of the task analysis are helpful.

It is also important to note the relationship between these analysis methods and those described in other work. Durkin, for example, contrasts interview and case-study methods of task analysis [5]. Interview methods are quite different from those covered in this paper; they primarily rely on people’s introspections about the knowledge required for good performance in a domain. Case study methods, on the other hand, relate to the empirical approaches described here. In particular, observational case studies performed with experts correspond to the empirical/prescriptive approach, and observational case studies performed with end users or novices correspond to the empirical/descriptive approach. Retrospective case studies, which involve someone’s retrospective report on a previously solved problem, are in some sense intermediate between interview and observational case study in that they require some amount of actual problem solving (the empirical side) and some introspection (a recollection of why/how particular solution steps were taken). Like those described in this paper, these traditional methods are best suited to different situations. The general rule, however, is that some type of task analysis (or possibly several types) will aid ITS design because the better we understand the problem, the better we can solve it.